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A 200

<)

Committing a transaction, the results of the transaction modifying the
content of the in-memory database, the transaction having a timestamp,
the timestamp indicating an associated time the transaction was

committed relative to other transactions 201

A

Generating checkpoint data for the transaction from the results of the
transaction, the checkpoint data including versions of one or more
inserted portions of data inserted into the in-memory database and

including identifiers for one or more deleted portions of data deleted from
the in-memory database 202

) J
Appending the checkpoint data to a checkpoint, including: 20

Determining that the timestamp is within a specified timestamp
Range for a data file, the data file configured to store any
inserted portions of data inserted into the in-memory database

within the specified timestamp Range 204

!

Appending the one or more inserted portions of
data to the data file 205

y

For each of the one or more deleted portions of data:

Identifyingz a corresponding insert operation that
Inserted the deleted portion of data into the m§06

memory database

!

Locating a timestamp for a transaction that included
the corresponding insert operation; 207

!

Determining that the located timestamp is within a
second specified time Range for a delta file 5g

!

Appending the identifier for the deleted portion of
data to the delta file, the delta file configured to store
identifiers for any deleted portions of data deleted
from the in-memory database during the second
specified time Range 209

Fig. 2
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A 400

Determining that the storage resources consumed by one or more data
files and one or more matched delta files can be reduced based on one
or more of: the contents of the one or more data files and the one or more
matched delta files and assigned timestamp ranges for the one or more

data files and one or more matched delta files 401

\ J

Reducing the consumed storage resources for a data file by combining
inserted portions of data contained in the data file with contents of at least
one other checkpoint file, including one or more of:

402
\ 4 Y
Collapsing the contents of Mergin% the data file with
he data file by: 403 another data file by: 406
Locating identifiers for
deleted portions of data in Merging the inserted
the matched delta file that portions of data in the data
correspond to inserted file with inserted portions of
portions of data in the data data in the other data file,
file 404 the assigned timestamp
Range for other data file
‘ temporally adjacent to the
Removing inserted portions assigned timestamp Range
of data corresponding to for the data file within the
the located identifiers from temporal ordering
the datafile 405 407

Fig. 4
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A 700

<)

Identifying the location of each of the one or more data files and each of
the one or more delta files within durable storage 701

Y
Processing each of the one or more data files, including: 702

Locating identifiers for deleted portions of data in the matched

delta file that correspond to inserted portions of data
in the data file 703

!

Filtering the data file by skipping inserted portions of data
corresponding to the located identifiers from the delta file,
filtering the data file leaving unfiltered rows to be loaded into

system memory 704
v
Inserting the unfiltered portions of inserted data into the in-
memory database 705

!

Subsequent to processing each of the one or more data files, replaying
the transaction log from the specified timestamp to the end of the
transaction log to realize the effects of the one or more additional

transactions on the in-memory database 706

Fig. 7
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MAIN-MEMORY DATABASE
CHECKPOINTING

CROSS-REFERENCE TO RELATED
APPLICATIONS

Not Applicable.

BACKGROUND
Background and Relevant Art

Computer systems and related technology affect many
aspects of society. Indeed, the computer system’s ability to
process information has transformed the way we live and
work. Computer systems now commonly perform a host of
tasks (e.g., word processing, scheduling, database manage-
ment, accounting, etc.) that prior to the advent of the com-
puter system were performed manually. More recently, com-
puter systems have been coupled to one another and to other
electronic devices to form both wired and wireless computer
networks over which the computer systems and other elec-
tronic devices can transfer electronic data. Accordingly, the
performance of many computing tasks is distributed across a
number of different computer systems and/or a number of
different computing environments.

Relational databases can be used to store virtually any type
of data. A relational database is a collection of data items
organized as a set of formally described tables from which
datacanbe accessed easily. Many relational database systems
use disk storage mechanisms for storing data. Other relational
databases, sometimes referred to as main-memory databases,
store data in Random Access Memory (RAM).

Main-memory databases have a number of performance
advantages over databases stored on disk. Main-memory
databases are faster than disk-optimized databases since the
internal optimization algorithms are typically simpler and
execute fewer CPU instructions. Accessing data in memory
also reduces the 1/0 reading activity when querying the data,
which provides faster and more predictable performance than
disk.

However, when data is stored in RAM, a system reset or
loss or power can cause data to be lost. Thus it can be more
difficult to support the durability portion of the ACID (atom-
icity, consistency, isolation, durability) properties when using
a main-memory database. Various different mechanisms can
be used to add durability to a main-memory database.

Some main-memory databases use snapshot files or check-
point images, which record the state of a database at a given
moment in time. Snapshots can be generated periodically, or,
at least when the main-memory database does a controlled
shut-down. Snapshots give a measure of persistence to the
data (in that not everything is lost in the case of a system
crash). However, snapshots only offer partial durability, as
‘recent’ changes will still be lost.

Thus, for full durability, they snapshots can be supple-
mented by with further mechanisms, such as, for example,
transactional logging, the user of non-volatile RAM
(NVRAM), or high availability implementations. Transac-
tional logging records changes to the database in a journal file
and facilitates automatic recovery of an in-memory database.
NVRAM is typically in form of static RAM backed up with
battery power (battery RAM), or an electrically erasable pro-
grammable ROM (EEPROM). With this storage, a main-
memory database system can recover the data store from its
last consistent state upon reboot. High availability implemen-
tations typically rely on database replication with automatic
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failover to an identical standby database. To protect against
loss of data in the case of a complete system crash, replication
of'a main-memory database can be used in conjunction with
one or more of the listed mechanisms.

Although snapshots can help insure durability, snapshot
schemes typically suffer from a number of inefficiencies.
Typical snapshot schemes use locking mechanisms to assign
transactions to files and reserve storage space. The use or
locking mechanisms increases processing overhead making
snapshot creation less efficient. Many snapshot schemes also
refer to external data to determine when and how snapshots
can be reduced or merged with one another. Referring to
external data for snapshot reduction and merging also
increases processing overhead. Further, snapshot schemes
also typically snapshot an entire database even if only a por-
tion of a database has been changed since the last snapshot.
This is an inefficient use of resources as large portions of
database already included in a snapshot may be re-processed
for inclusion in a new snapshot.

BRIEF SUMMARY

The present invention extends to methods, systems, and
computer program products for main-memory database
checkpointing. In some embodiments, a computer system
updates a checkpoint for an in-memory database. The com-
puter system maintains an in-memory database in system
memory. A transaction is committed to the in-memory data-
base. The results of the transaction modify the content of the
in-memory database. The transaction has a timestamp indi-
cating an associated time the transaction was committed rela-
tive to other transactions.

Checkpoint data is generated for the transaction from the
results of the transaction. The checkpoint data includes ver-
sions of one or more inserted portions of data inserted into the
in-memory database and includes identifiers for one or more
deleted portions of data deleted from the in-memory data-
base. The checkpoint data is appended to a checkpoint.

Appending the checkpoint data includes determining that
the timestamp is within a specified timestamp range for a data
file. The data file is configured to store any inserted portions
of'data inserted into the in-memory database within the speci-
fied timestamp range. The one or more inserted portions of
data are appended to the data file.

For each of the one or more deleted portions of data, a
corresponding insert operation that inserted the deleted por-
tion of data into the in-memory database is identified. A
timestamp is located for a transaction that included the cor-
responding insert operation. It is determined that the located
timestamp is within a second specified time range for a delta
file. The identifier for the deleted portion of data is appended
to the delta file. The delta file is configured to store identifiers
for any deleted portions of data deleted from the in-memory
database during the second specified time range.

In other embodiments, a computer system manages the
storage resources consumed by the checkpoint files. The
computer system determines that the storage resources con-
sumed by one or more data files and one or more matched
delta files can be reduced. The determination is based on one
or more of: the contents of the one or more data files and the
one or more matched delta files and assigned timestamp
ranges for the one or more data files and one or more matched
delta files. Consumed storage resources for a data file are
reduced by combining inserted portions of data contained in
the data file with contents of at least one other checkpoint file.

Reducing consumed storage resources can include collaps-
ing the contents of the data file. When collapsing the contents
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of a data file, the computer system locates identifiers for
deleted portions of data in the matched delta file that corre-
spond to inserted portions of data in the data file. When
collapsing the contents of a file, the computer system also
removes inserted portions of data corresponding to the
located identifiers from the data file.

Reducing consumed storage resources can include merg-
ing the data file with another data file. When merging data
files, the inserted portions of data in the data file are merged
with inserted portions of data in the other data file. The
assigned timestamp range for other data file being temporally
adjacent to the assigned timestamp range for the data file
within the temporal ordering.

In some embodiments, storage resources for a data files are
reduced in response to satisfying a policy condition.

In further embodiments, a state of in-memory data that
reflects a most recently committed transaction in a transaction
log is restored. The location of each of each of one or more
data files and each of one or more delta files is identified
within durable storage. Each of the one or more data files is
processed. Processing a data files includes locating identifiers
for deleted portions of data in the matched delta file that
correspond to inserted portions of data in the data file. Pro-
cessing a data file also includes filtering the data file by
skipping portions of inserted data corresponding to the
located identifiers from the delta file. Filtering the data file
leaves unfiltered portions of inserted data to be loaded into
system memory. The unfiltered portions of inserted data are
inserted into the in-memory database.

Subsequent to processing each of the one or more data files,
the transaction log is replayed from a specified timestamp to
the end of the transaction log. Replaying the transaction log
realizes the effects of one or more additional transactions on
the in-memory database. The one or more transactions not
being included in a checkpoint.

This summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended to be used as an aid in determin-
ing the scope of the claimed subject matter.

Additional features and advantages of the invention will be
set forth in the description which follows, and in part will be
obvious from the description, or may be learned by the prac-
tice of the invention. The features and advantages of the
invention may be realized and obtained by means of the
instruments and combinations particularly pointed out in the
appended claims. These and other features of the present
invention will become more fully apparent from the following
description and appended claims, or may be learned by the
practice of the invention as set forth hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to describe the manner in which the above-recited
and other advantages and features of the invention can be
obtained, a more particular description of the invention
briefly described above will be rendered by reference to spe-
cific embodiments thereof which are illustrated in the
appended drawings. Understanding that these drawings
depict only typical embodiments of the invention and are not
therefore to be considered to be limiting of its scope, the
invention will be described and explained with additional
specificity and detail through the use of the accompanying
drawings in which:

FIG. 1 illustrates an example computer architecture that
facilitates updating a checkpoint for an in-memory database.
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FIG. 2 illustrates a flow chart of an example method for
updating a checkpoint for an in-memory database.

FIG. 3 illustrates an example computer architecture that
facilitates managing the storage resources consumed by the
checkpoint files.

FIG. 4 illustrates a flow chart of an example method for
managing the storage resources consumed by the checkpoint
files.

FIG. 5A illustrates an example transaction log after execut-
ing transactions and taking checkpoints.

FIG. 5B illustrates the contents of two example check-
points based on the transaction log from FIG. 5A.

FIG. 5C illustrates an example of merge processing on two
example checkpoints from FIG. 5B.

FIG. 6 illustrates an example computer architecture that
facilitates reestablishing a state of in-memory data that
reflects a most recently committed trans action.

FIG. 7 illustrates a flow chart of an example method for
reestablishing a state of in-memory data that reflects a most
recently committed transaction.

DETAILED DESCRIPTION

The present invention extends to methods, systems, and
computer program products for main-memory database
checkpointing. In some embodiments, a computer system
updates a checkpoint for an in-memory database. The com-
puter system maintains an in-memory database in system
memory. A transaction is committed to the in-memory data-
base. The results of the transaction modify the content of the
in-memory database. The transaction has a timestamp indi-
cating an associated time the transaction was committed rela-
tive to other transactions.

Checkpoint data is generated for the transaction from the
results of the transaction. The checkpoint data includes ver-
sions of one or more inserted portions of data inserted into the
in-memory database and includes identifiers for one or more
deleted portions of data deleted from the in-memory data-
base. The checkpoint data is appended to a checkpoint.

Appending the checkpoint data includes determining that
the timestamp is within a specified timestamp range for a data
file. The data file is configured to store any inserted portions
of'data inserted into the in-memory database within the speci-
fied timestamp range. The one or more inserted portions of
data are appended to the data file.

For each of the one or more deleted portions of data, a
corresponding insert operation that inserted the deleted por-
tion of data into the in-memory database is identified. A
timestamp is located for a transaction that included the cor-
responding insert operation. It is determined that the located
timestamp is within a second specified time range for a delta
file. The identifier for the deleted portion of data is appended
to the delta file. The delta file is configured to store identifiers
for any deleted portions of data deleted from the in-memory
database during the second specified time range.

In other embodiments, a computer system manages the
storage resources consumed by the checkpoint files. The
computer system determines that the storage resources con-
sumed by one or more data files and one or more matched
delta files can be reduced. The determination is based on one
or more of: the contents of the one or more data files and the
one or more matched delta files and assigned timestamp
ranges for the one or more data files and one or more matched
delta files. Consumed storage resources for a data file are
reduced by combining inserted portions of data contained in
the data file with contents of at least one other checkpoint file.
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Reducing consumed storage resources can include collaps-
ing the contents of the data file. When collapsing the contents
of a data file, the computer system locates identifiers for
deleted portions of data in the matched delta file that corre-
spond to inserted portions of data in the data file. When
collapsing the contents of a file, the computer system also
removes inserted portions of data corresponding to the
located identifiers from the data file.

Reducing consumed storage resources can include merg-
ing the data file with another data file. When merging data
files, the inserted portions of data in the data file are merged
with inserted portions of data in the other data file. The
assigned timestamp range for other data file being temporally
adjacent to the assigned timestamp range for the data file
within the temporal ordering. Reducing consumed storage
resources also increases the efficiency of recovery procedures
since there is less deleted data to scan and filter out when
reloading system memory.

In some embodiments, storage resources for a data files are
reduced in response to satisfying a policy condition.

In further embodiments, a state of in-memory data that
reflects a most recently committed transaction in a transaction
log is restored. The location of each of each of one or more
data files and each of one or more delta files is identified
within durable storage. Each of the one or more data files is
processed. Processing a data files includes locating identifiers
for deleted portions of data in the matched delta file that
correspond to inserted portions of data in the data file. Pro-
cessing a data file also includes filtering the data file by
skipping portions of inserted data corresponding to the
located identifiers from the delta file. Filtering the data file
leaves unfiltered portions of inserted data to be loaded into
system memory. The unfiltered portions of inserted data are
inserted into the in-memory database.

Subsequent to processing each of the one or more data files,
the transaction log is replayed from a specified timestamp to
the end of the transaction log. Replaying the transaction log
realizes the effects of one or more additional transactions on
the in-memory database. The one or more transactions not
being included in a checkpoint.

Embodiments of the present invention may comprise or
utilize a special purpose or general-purpose computer includ-
ing computer hardware, such as, for example, one or more
processors and system memory, as discussed in greater detail
below. Embodiments within the scope of the present inven-
tion also include physical and other computer-readable media
for carrying or storing computer-executable instructions and/
or data structures. Such computer-readable media can be any
available media that can be accessed by a general purpose or
special purpose computer system. Computer-readable media
that store computer-executable instructions are computer
storage media (devices). Computer-readable media that carry
computer-executable instructions are transmission media.
Thus, by way of example, and not limitation, embodiments of
the invention can comprise at least two distinctly different
kinds of computer-readable media: computer storage media
(devices) and transmission media.

Computer storage media (devices) includes RAM, ROM,
EEPROM, CD-ROM, solid state drives (“SSDs”) (e.g., based
on RAM), Flash memory, phase-change memory (“PCM”),
other types of memory, other optical disk storage, magnetic
disk storage or other magnetic storage devices, or any other
medium which can be used to store desired program code
means in the form of computer-executable instructions or
data structures and which can be accessed by a general pur-
pose or special purpose computer.
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A “network” is defined as one or more data links that
enable the transport of electronic data between computer
systems and/or modules and/or other electronic devices.
When information is transferred or provided over a network
or another communications connection (either hardwired,
wireless, or a combination of hardwired or wireless) to a
computer, the computer properly views the connection as a
transmission medium. Transmissions media can include a
network and/or data links which can be used to carry desired
program code means in the form of computer-executable
instructions or data structures and which can be accessed by
ageneral purpose or special purpose computer. Combinations
of the above should also be included within the scope of
computer-readable media.

Further, upon reaching various computer system compo-
nents, program code means in the form of computer-execut-
able instructions or data structures can be transferred auto-
matically from transmission media to computer storage
media (devices) (or vice versa). For example, computer-ex-
ecutable instructions or data structures received over a net-
work or data link can be buffered in RAM within a network
interface module (e.g., a “NIC”), and then eventually trans-
ferred to computer system RAM and/or to less volatile com-
puter storage media (devices) at a computer system. Thus, it
should be understood that computer storage media (devices)
can be included in computer system components that also (or
even primarily) utilize transmission media.

Computer-executable instructions comprise, for example,
instructions and data which, when executed at a processor,
cause a general purpose computer, special purpose computer,
or special purpose processing device to perform a certain
function or group of functions. The computer executable
instructions may be, for example, binaries, intermediate for-
mat instructions such as assembly language, or even source
code. Although the subject matter has been described in lan-
guage specific to structural features and/or methodological
acts, it is to be understood that the subject matter defined in
the appended claims is not necessarily limited to the
described features or acts described above. Rather, the
described features and acts are disclosed as example forms of
implementing the claims.

Those skilled in the art will appreciate that the invention
may be practiced in network computing environments with
many types of computer system configurations, including,
personal computers, desktop computers, laptop computers,
message processors, hand-held devices, multi-processor sys-
tems, microprocessor-based or programmable consumer
electronics, network PCs, minicomputers, mainframe com-
puters, mobile telephones, PDAs, tablets, pagers, routers,
switches, and the like. The invention may also be practiced in
distributed system environments where local and remote
computer systems, which are linked (either by hardwired data
links, wireless data links, or by a combination of hardwired
and wireless data links) through a network, both perform
tasks. In a distributed system environment, program modules
may be located in both local and remote memory storage
devices.

Embodiments of the invention can also be implemented in
cloud computing environments. In this description and the
following claims, “cloud computing” is defined as a model
for enabling on-demand network access to a shared pool of
configurable computing resources. For example, cloud com-
puting can be employed in the marketplace to offer ubiquitous
and convenient on-demand access to the shared pool of con-
figurable computing resources. The shared pool of config-
urable computing resources can be rapidly provisioned via
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virtualization and released with low management effort or
service provider interaction, and then scaled accordingly.

A cloud computing model can be composed of various
characteristics such as, for example, on-demand self-service,
broad network access, resource pooling, rapid elasticity, mea-
sured service, and so forth. A cloud computing model can also
expose various service models, such as, for example, Soft-
ware as a Service (“SaaS”), Platform as a Service (“PaaS”),
and Infrastructure as a Service (“laaS”). A cloud computing
model can also be deployed using different deployment mod-
els such as private cloud, community cloud, public cloud,
hybrid cloud, and so forth. In this description and in the
claims, a “cloud computing environment” is an environment
in which cloud computing is employed.

Although described primarily with respect to in-memory
databases, embodiments of the invention are applicable to
versioned databases in general (whether data is stored in-
memory or at other types or storage). Versioned databases are
databases that create a new version of data to replace/update
an expired version of data (e.g., rather than updating in place).

Embodiments of the invention use a transaction log as an
interface between online threads and a checkpoint subsystem.
Using the transaction log as an interface reduces synchroni-
zation overhead between threads and the checkpoint sub-
system. Transactions can be assigned to files and storage
space can be reserved in a lock free manner to reduce over-
head of checkpointing online transactions. The schema of
row data is not needed for checkpoint creation. As such, data
files and delta files can be collapsed and merged to reduce
storage overhead. Checkpoints can be updated incrementally
such that changes made since the last checkpoint (and not all
data) are flushed to disk. Checkpoint /O is sequential helping
ensure higher performance of physical /O layers.

FIG. 1 illustrates an example computer architecture 100
that facilitates updating a checkpoint for an in-memory data-
base. Referring to FIG. 1, computer architecture 100 includes
system memory 101, transaction log 103, and checkpoint
management module 104. System memory 101, transaction
log 103, and checkpoint management module 104 can be
connected to one another over (or be part of) a system bus
and/or a network, such as, for example, a Local Area Network
(“LAN"), a Wide Area Network (“WAN™), and even the Inter-
net. Accordingly, system memory 101, transaction log 103,
and checkpoint management module 104 as well as any other
connected computer systems and their components, can cre-
ate message related data and exchange message related data
(e.g., Internet Protocol (“IP”) datagrams and other higher
layer protocols that utilize IP datagrams, such as, Transmis-
sion Control Protocol (“TCP”), Hypertext Transfer Protocol
(“HTTP”), Simple Mail Transfer Protocol (“SMTP”), etc.)
over the network.

As depicted, system memory 101 includes in-memory
database 102. In some embodiments, in-memory database
102 is a relational database. Transaction log 103 is configured
to store log records indicating the effects of committed trans-
actions inserting and deleting row versions for in-memory
database 102. A log record can contain information about data
(e.g., row versions) inserted and deleted by a transaction,
sufficient to redo them. Transaction log 103 can be stored in
durable storage. Thus, users or other computer systems can
submit transactions on data (e.g., row versions) stored in
database 102. The results of completed transactions can be
then be logged in transaction log 103.

From time to time, at specified intervals, or in response to
an express command or based on policy, checkpoint manage-
ment module 104 can update a checkpoint for in-memory
database 102. The checkpoint process can use streaming /O
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and checkpoint I/O can occur incrementally as transactional
activity accumulates. Checkpointing uses temporal locality
to help ensure that data for transactions that have happened
close to each other in time sequence have a high likelihood of
being co-located.

A checkpoint is a set of checkpoint files. Three types of
checkpoints files are data files, delta files, and directory files.
A checkpoint can include a directory file and one or more data
files and delta files. The location of a checkpoint directory file
can be stored in durable storage so the location is available at
recovery time.

A data file contains inserted data (e.g., row versions gen-
erated by inserts and updates) covering a specific timestamp
range. Individual data files are logically characterized by the
timestamp range they cover. Transactions that acquire an
end-timestamp within that range are contained in the data file
that covers the range. Thus, transactions data within data files
has global ordering. That is, a data file is known to contain all
the transactions between one point in time and another. A data
file can be closed when transactions that have made space
reservations in the data file have successfully serialized their
content to the data file. Data files can be append only while
opened and once closed are read-only. At recovery time the
versions in data files are reloaded into memory and re-in-
dexed, subject to filtering by delta files as discussed.

A delta file stores information about data (e.g., row ver-
sions) contained in a data file that were subsequently deleted.
There can be a 1:1 correspondence between a delta file and a
data file. Delta files are append-only for lifetime of the cor-
responding data file. At recovery time, a delta file can be used
as a filter to avoid reloading deleted versions into memory.

A checkpoint file directory can be a file containing refer-
ences to data files and delta files that make up a checkpoint. A
checkpoint has a timestamp indicating the effects of transac-
tions before the checkpoint timestamp are recorded in the
checkpoint data and delta files and thus the transaction log is
not necessary to recover them.

Thus, in general, checkpoint management module 104 can
take a portion of a transaction log 103 not covered by a
checkpoint and convert the log contents into one or more data
files and one or more delta files. New data (e.g., row versions)
can be appended to a most recent data file or to a newly
created data file (e.g., when storage requirements dictate).
IDs for deleted data (e.g., row versions) are appended to delta
files corresponding to data files where the original inserted
versions are stored.

When checkpoint management module 104 finishes pro-
cessing the log portion, a checkpoint update can be completed
by flushing all buffered writes to data and delta files. A new
checkpoint file directory can be created that incorporates files
from previous checkpoint and any newly added files. The
location of the checkpoint directory file can then be stored in
a durable location.

FIG. 2 illustrates a flow chart of an example method 200 for
updating a checkpoint for an in-memory database. Method
200 will be described with respect to the components and data
of computer architecture 100.

A user or computer system can submit transaction 111 to
database 102. As depicted, transaction 111 includes insert
operation 181 and deletion operation 182.

Method 200 includes committing a transaction, the results
of the transaction modifying the content of the in-memory
database, the transaction having a timestamp, the timestamp
indicating an associated time the transaction was committed
relative to other transactions (201). For example, transaction
111 can be committed. The results of transaction 111 can
modify the content of database 102. Transaction results 112
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can be associated with timestamp 163 indicating the time
transaction 111 was committed.

Method 200 includes generating checkpoint data for the
transaction from the results of the transaction, the checkpoint
data including versions of one or more inserted portions of
data inserted into the in-memory database and including iden-
tifiers for one or more deleted portions of data deleted from
the in-memory database (202). For example, checkpoint
management module 104 can generate checkpoint data 114
for transaction 111. Checkpoint data 114 includes insert data
116 and insert ID 117 for a row version inserted into database
102 by insert operation 181. Checkpoint data 114 also include
deleted data ID 118 for a row version deleted from database
102 by delete operation 182.

In some embodiments, checkpoint management module
104 generates checkpoint data 114 by scanning transaction
log 103 for transaction results 112 after they are logged.
Scanning transaction log 103 can occur close in time to the
logging of transaction results 112 to increase the likelihood of
the transaction results 112 still being cached in memory.
Scanning transaction log 103 can be performed without data-
base 102 being loaded in memory. As such, generating check-
point data 114 from transaction results 112 can be useful on
secondary servers or when backups of transaction log 103 are
restored.

In other embodiments, checkpoint management module
104 generates checkpoint data 114 from memory contents
113 as part of post processing after transaction 111 commits.
Work for processing memory contents 113 into checkpoint
data 114 can be spread across many threads.

Method 200 includes appending the checkpoint data to a
checkpoint (203). For example, checkpoint data 114 can be
appended to checkpoint 119. Checkpoint 119 can be stored in
durable storage.

Appending checkpoint data to a checkpoint includes deter-
mining that the timestamp is within a specified timestamp
range for a data file, the data file configured to store any
inserted portions of data inserted into the in-memory database
within the specified timestamp range (204). For example, file
locator 161 can determine that timestamp 163 is with times-
tamp range 123B of data file 121B. Thus, data file 121B is
configured to store an inserted portions of data (e.g., row
versions) inserted into database 102 within timestamp range
123B.

Appending checkpoint data to a checkpoint includes
appending the one or more inserted portions of data to the data
file (205). For example, file updater 162 can append insert
data 116 along with data ID 117 into data file 121B. Inserted
data 128 and data IDs 129 can be stored in data file 121B from
previous checkpoint updates. As depicted, delta file 122B
includes deleted data IDs 118B. Deleted data IDs 118B indi-
cate data (e.g., row versions) deleted within timestamp range
123B.

Appending checkpoint data to a checkpoint includes, for
each of the one or more deleted portions of data, identifying
a corresponding insert operation that inserted the deleted
portion of data into the in-memory database (206). For
example, file locator 161 can identify a prior insert operation
that inserted the data (e.g., row version) into database 102 that
was deleted by a delete operation 182. Appending checkpoint
data to a checkpoint includes, for each of the one or more
deleted portions of data, locating a timestamp for a transac-
tion that included the corresponding insert operation (207).
For example, file locator 161 can locate a time stamp for the
transaction that included the prior insert operation.

Appending checkpoint data to a checkpoint includes, for
each of the one or more deleted portions of data, determining
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that the located timestamp is within a second specified time
range for a delta file (208). For example, file locator 161 can
determine that the timestamp for the transaction that included
the prior insert operation is within timestamp range 123A.

Appending checkpoint data to a checkpoint includes, for
each of the one or more deleted portions of data, appending
the identifier for the deleted portion of data to the delta file, the
delta file configured to store identifiers for any deleted por-
tions of data deleted from the in-memory database during the
second specified time range (209). For example, file updater
can append deleted data ID 118 into delta file 122A. Deleted
data ID 118 can corresponding to a data ID in data IDs 126
indicating that a portion of inserted data (e.g., a row version)
in inserted data 124 was subsequently deleted for database
102. Deleted data IDs 127 can be stored in delta file 122A
from previous checkpoint updates.

FIG. 3 illustrates an example computer architecture 300
that facilitates managing the storage resources consumed by
the checkpoint files. As depicted in computer architecture
300, checkpoint management module 104 further includes
reduction module 351, merge module 352, and policy module
353.

The set of files associated with a checkpoint can grow as
checkpoint data is accumulated. However, over time the util-
ity of each data files degrades as more and more data (e.g., row
versions) are marked deleted in corresponding delta files. As
such, storage resources consumed by data files can be reduced
in a number of ways. Reducing consumed storage resources
can enhance performance of recovery and restoration pro-
cesses.

In general, reduction module 351 is configured to collapse
the contents of a data file. A data file can be collapsed by
removing inserted portions of data from the data file.
Removed portions of data can have identifiers that correspond
to identifiers in a corresponding delta file. Since identifiers in
a delta file represent data (e.g., row versions) that was subse-
quently deleted, there is little, if any, need to retain the data in
a data file.

Merge module 352 is configured to merge the contents of
two of more data files together. A merged data file can span
the timestamp ranges of the two or more data files.

Policy module 353 is configured to activate storage
resource reduction for data files in response to satisfying a
policy condition. Policy conditions can include: exceeding a
threshold percentage of deleted data, exceeding a threshold
amount of deleted data, exceeding a percentage full for the
storage resources, exceeding an expected recovery time
value, etc. For example, when more than 50% of data in a data
file is subsequently deleted data, the data file can be collapsed.

In some embodiments, data files are configured to have a
fixed file size. Policy conditions can also include detecting
multiple data files containing less data than the fixed file size.
For example, when two or more temporally adjacent data files
collectively contain an amount of data less than the fixed file
size, the two or more data files can be merged.

In other embodiments, insert data can have longer life-
times. Policy conditions can also include detecting when
insert data has lived longer than a specified period of time.
When insert data has lived longer than the specified period of
time, it can be inferred that the insert data is highly unlikely to
ever be deleted. As such, it may be unnecessary to store data
files containing long lifetime data in an expanded format
(since it is unlikely any deletes would ever be applied to the
insert data for removal). Thus, data files containing insert data
that has not been deleted within the specified time period can
be compressed (using file compression techniques) to con-
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serve storage resources. During recovery, compressed files
can be uncompressed to access insert data contained in the
data files.

FIG. 4 illustrates a flow chart of an example method 400 for
managing the storage resources consumed by the checkpoint
files. Method 400 will be described with respect to the com-
ponents and data of computer architecture 300.

Method 400 includes determining that the storage
resources consumed by one or more data files and one or more
matched delta files can be reduced based on one or more of:
the contents of the one or more data files and the one or more
matched delta files and assigned timestamp ranges for the one
or more data files and one or more matched delta files (401).
For example, checkpoint management module 104 can deter-
mine that storage resources consumed by one or more of data
files 302 and 312 and matching delta files 322 and 332 respec-
tively can be reduced. The determination can be based on one
ormore of: inserted data 311, 313, 316 and corresponding IDs
312, 314, and 317 respectively in data file 302, IDs 312 and
317 in delta file 322, inserted data 333 and 336 and corre-
sponding IDs 334 and 317 respectively in data file 312, and
that delta file 332 is empty. Alternatively or in combination,
the determination can be based on time stamp range 303 (i.e.,
from timestamp 304 to timestamp 306) and/or timestamp
range 304 (i.e., from timestamp 308 to time stamp 309.

Method 200 includes reducing the consumed storage
resources for a data file by combining inserted portions of
data contained in the data file with contents of at least one
other checkpoint file (402). For example, the consumed stor-
age resources for data file 302 can be reduced by combining
inserted data 311, 313, and 316 with the contents of one or
more of: delta file 322 and data file 312.

Reducing the consumed storage resources for a data file
can include one or more of collapsing the contents of the data
file (403) and merging the data file with another data file
(406). For example, inserted data 311, 313, and 316 from data
file 302 can be collapsed. Alternately, or in combination,
inserted data 311, 313, and 316 from data file 302 can be
merged with inserted data 333 and 336 from data file 312.

Collapsing the contents of a data file includes locating
identifiers for deleted portions of data in the matched delta file
that correspond to inserted portions of data in the data file
(404). For example, reduction module 351 can locate identi-
fiers 312 and 317 in delta file 322 that correspond to inserted
data 311 and 316 in data file 302 respectively. Collapsing the
contents of a data file includes removing inserted portions of
data corresponding to the located identifiers from the data file
(405). For example, reduction module 351 can remove
inserted data 311 and 317 from data file 302.

Merging the data file with another data file includes merg-
ing the inserted portions of data in the data file with inserted
portions of data in the other data file, the assigned timestamp
range for other data file temporally adjacent to the assigned
timestamp range for the data file within the temporal ordering
(407). For example, merge module 352 can merge inserted
data 313 from data file 302 with inserted data 333 and 336
from data file 312 to form data file 372. Timestamp range 374
can go from timestamp 304 (the beginning time stamp for
data file 302) to timestamp 309 (the ending time stamp for
data file 312). Data file 372 can be associated with corre-
sponding delta file 373.

FIG. 5A illustrates an example transaction 501 log after
executing transactions 502, 521, 541, and 561 and taking
checkpoints 537, 538, and 539.

Transaction 502 is logged in transaction log 501. Transac-
tion 502 includes insert operations 507, 514, and 519. Insert
507 uses key 503 as the primary key for the record inserted,
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row 504 is a sequential number assigned to insert operation
507, and data 506 represents inserted data. Insert 514 uses key
511 as the primary key for the record inserted, row 512 is a
sequential number assigned to insert operation 515, and data
513 represents inserted data. Insert 519 uses key 516 as the
primary key for the record inserted, row 517 is a sequential
number assigned to insert operation 519, and data 518 repre-
sents inserted data. Transaction 502 has timestamp 571.

Transaction 521 is then logged in transaction log 501.
Transaction 521 includes insert operations 526 and 534 and
delete operation 536. Insert 526 uses key 522 as the primary
key for the record inserted, row 523 is a sequential number
assigned to insert operation 526, and data 524 represents
inserted data. Insert 534 uses key 531 as the primary key for
the record inserted, row 532 is a sequential number assigned
to insert operation 534, and data 533 represents inserted data.
Delete 536 uses key 503 as the primary key the record deleted,
transaction 502 indicates the transaction that previously
inserted the data that is to be deleted, row 504 is the sequential
number for insert operation 507.

Checkpoint 537 is taken after transaction 521 is logged.

Transaction 541 is then logged in transaction log 501.
Transaction 541 includes insert operations 546 and delete
operation 547. Insert 546 uses key 542 as the primary key for
the record inserted, row 543 is a sequential number assigned
to insert operation 546, and data 544 represents inserted data.
Delete 546 uses key 503 as the primary key the record deleted,
transaction 521 indicates the transaction that previously
inserted the data that is to be deleted, row 523 is the sequential
number for insert operation 526.

Transaction 561 is then logged in transaction log 501.
Transaction 561 includes delete operation 562 and insert
operation 567. Delete 562 uses key 531 as the primary key the
record deleted, transaction 521 indicates the transaction that
previously inserted the data that is to be deleted, row 532 is the
sequential number for insert operation 534. Insert 567 uses
key 562 as the primary key for the record inserted, row 563 is
asequential number assigned to insert operation 567, and data
564 represents inserted data.

Insert 519 uses key 516 as the primary key for the record
inserted, row 517 is a sequential number assigned to insert
operation 519, and data 518 represents inserted data. Trans-
action 502 has timestamp 571.

Checkpoint 538 is taken after transaction 521 is logged.

Checkpoint 539 is taken after checkpoint 538.

FIG. 5B illustrates the contents of two example check-
points based on the transaction log 501. In general, check-
point data can be pulled from transactionlog 501 for inclusion
in the depicted checkpoint data files.

Checkpoint 537 includes checkpoint file directory 537F.
Checkpoint file directory 537F includes timestamp 572 (indi-
cating the latest time included checkpoint 537). Checkpoint
file directory 537F also includes data file ID 577 identifying
data file 581. Checkpoint file directory 537F also includes
delta file ID 578 and delta file index (1). Delta file ID 578
identifies delta file 582. Index (1) indicates that the first entry
in delta file 582 corresponds to checkpoint 537. The location
of checkpoint directory file 537F can be stored in durable
storage.

Data file 581 includes timestamp range 591, ranging from
timestamp 571 to timestamp 572. Data file 581 also includes
an entry for each insert operation in transaction 502 and
transaction 521. Each entry links a key, transaction, row, and
datatogether. For example, one entry in data file 581 links key
503, transaction 502, row 504, and data 506.

Checkpoint 538 includes checkpoint file directory 538F.
Checkpoint file directory 538F includes timestamp 574 (indi-



US 9,304,998 B2

13

cating the latest time included checkpoint 538). Checkpoint
file directory 538F also includes data file IDs 577 and 579
identifying data files 581 and 583 respectively. Checkpoint
file directory 538F also includes delta file ID 578 and delta file
index (3). Delta file ID 578 identifies delta file 582. Index (3)
indicates that entries after those corresponding to the imme-
diately early checkpoint up through the third entry in delta file
582 (or entries 2 and 3) correspond to checkpoint 538. The
location of checkpoint directory file 538F can be stored in
durable storage.

Data file 583 includes timestamp range 592, ranging from
timestamp 573 to timestamp 574. Data file 583 also includes
an entry for each insert operation in transaction 541 and
transaction 561. Each entry links a key, transaction, row, and
data together. For example, one entry in data file 581 links key
542, transaction 541, row 543, and data 544.

Delta file 582 includes entries identifying transactions and
rows that have been deleted. For example, delta file 582
includes an entry indicating that row 504 from transaction
502 was deleted.

FIG. 5C illustrates an example of merge processing on two
example checkpoints 537 and 538 to form checkpoint 539.
Checkpoint 539 includes checkpoint file directory 539F.
Checkpoint file directory 539F includes timestamp 574 (indi-
cating the latest time included checkpoint 539). Checkpoint
file directory 539F also includes data file ID 584 identifying
data file 586.

In addition to freeing up storage resources, reducing con-
sumed storage resources also increases the efficiency of
recovery procedures since there is less deleted data to scan
and filter out when reloading system memory.

FIG. 6 illustrates an example computer architecture 600
that facilitates reestablishing a state of in-memory data that
reflects a most recently committed transaction. Referring to
FIG. 6, computer architecture 600 includes recovery module
601 and system memory 606. Recovery module 601 and
system memory 606 can be connected to one another over (or
be part of) a system bus and/or a network, such as, for
example, a Local Area Network (“LLAN”), a Wide Area Net-
work (“WAN™), and even the Internet. Accordingly, recovery
module 601 and system memory 606, as well as any other
connected computer systems and their components, can cre-
ate message related data and exchange message related data
(e.g., Internet Protocol (“IP”) datagrams and other higher
layer protocols that utilize IP datagrams, such as, Transmis-
sion Control Protocol (“TCP”), Hypertext Transfer Protocol
(“HTTP”), Simple Mail Transfer Protocol (“SMTP”), etc.)
over the network.

As depicted, system memory 606 includes in-memory
database 607. In some embodiments, in-memory database
607 is a relational database. Transaction log 634 is configured
to store log records indicating the effects of committed trans-
actions inserting and deleting row versions for in-memory
database 607. A log record can contain information about data
(e.g., row versions) inserted and deleted by a transaction,
sufficient to redo them. Transaction log 634 can be stored in
durable storage. Thus, users or other computer systems can
submit transactions on data (e.g., row versions) stored in
database 607. The results of completed transactions can be
then be logged in transaction log 634.

Recovery module 601 includes checkpoint processor 602
and log processor 603. During a recovery process, recovery
module 601 can access the location of a checkpoint directly
file from durable storage. Recovery module 601 can then
refer to the checkpoint directory file to obtain the locations for
any data files and any delta files for a checkpoint. Checkpoint
processor 602 can process the data files and delta files to insert
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appropriate data (e.g., row versions) into database 607. Sub-
sequently, to complete the recovery process, log processor
603 can process any log data past the timestamp of the latest
checkpoint (i.e., any transactions that were not check-
pointed). Log processor 602 can replay transactions to insert
and delete data from database 607.

FIG. 7 illustrates a flow chart of an example method 600 for
reestablishing a state of in-memory data that reflects a most
recently committed transaction. Method 700 will be
described with respect to the components and data of com-
puter architecture 600.

Method 700 includes identifying the location of each of the
one or more data files and each of the one or more delta files
within durable storage (701). For example, recovery module
601 can access the location of checkpoint directory file 651F
from durable storage. Recovery module 601 can refer to
checkpoint directory file 651F obtain file IDs for data files
612 and delta files 618 (i.c., the data and delta files for check-
point 651).

Method 700 includes processing each of the one or more
data files (702). For example, checkpoint processor 602 can
process data files 612. Data files 612 include IDs and corre-
sponding inserted data, including: ID 613 and inserted data
623, ID 614 and inserted data 624, ID 616 and inserted data
626, and ID 617 and inserted data 627.

Processing each of the one or more data files includes
locating identifiers for deleted portions of data in the matched
delta file that correspond to inserted portions of data in the
data file (703). For example, checkpoint processor 602 can
identify IDs 614 and 616 in delta files 618. IDs 614 and 616
correspond to inserted data 624 and 626 in data files 612.
Processing each of the one or more data files includes filtering
the data file by skipping inserted portions of data correspond-
ing to the located identifiers from the delta file, filtering the
data file leaving unfiltered rows to be loaded into system
memory (704). For example, checkpoint processor 602 can
filter data files 612 by skipping inserted data 624 and 626
corresponding to IDs 614 and 616 respectively. Filtering data
files 612 leaves inserted data 623 and 627 remaining for
insertion into database 607. Method 700 includes inserting
the unfiltered portions of inserted data into the in-memory
database (706). For example, checkpoint processor 602 can
insert inserted data 623 and 627 into database 607.

Method 700 includes subsequent to processing each of the
one or more data files, replaying the transaction log from the
specified timestamp to the end of the transaction log to realize
the effects of the one or more additional transactions on the
in-memory database (706). For example, log process 603 can
replay transaction log 634 after checkpoint 651. Replaying
transaction log 623 realizes the effects of transactions 632 and
633 in database 607. For example, log processor 603 can
insert further inserted data 629 into database 627. Log pro-
cessor 603 can also implement further deletes 620 to remove
data from database 607.

Accordingly, the combined content of a log and one or
more checkpoints are sufficient to recover an in-memory
database to a transactionally consistent point in time. In some
embodiments, recovery checkpoint files are loaded and pro-
cessed and processed in parallel. For example, other data and
delta files, in addition to data files 612 and delta files 618, can
be loaded and processed in parallel with data files 612 and
delta files 618.

Embodiments of the invention allow for considerable flex-
ibility in managing storage and performance. Files can
include a checksum to detect storage errors and can be
encrypted. Multiple copies of checkpoint files can be retained
to support recovery when a checkpoint file gets damaged.
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Data files can allocated in fixed sizes and reused after merge
operations for later checkpoints. The threshold for merge
operations can be driven by recovery time requirements and
the need to reduce storage space consumption with a tradeoft
being the CPU and /O costs to perform the merge. Merge
operations can be done alongside and in parallel with other
checkpoint operations.

The present invention may be embodied in other specific
forms without departing from its spirit or essential character-
istics. The described embodiments are to be considered in all
respects only as illustrative and not restrictive. The scope of
the invention is, therefore, indicated by the appended claims
rather than by the foregoing description. All changes which
come within the meaning and range of equivalency of the
claims are to be embraced within their scope.

What is claimed:

1. At a computer system, the computer system including
one or more processors, system memory, and durable storage,
the computer system maintaining an in-memory database in
system memory, a method for updating a checkpoint for the
in-memory database, the method comprising:

committing a transaction, the results of the transaction

modifying the content of the in-memory database, the
transaction having a timestamp, the timestamp indicat-
ing an associated time the transaction was committed
relative to other transactions;

generating checkpoint data for the transaction from the

results of the transaction, the checkpoint data including
versions of one or more inserted portions of data inserted
into the in-memory database and including identifiers
for one or more deleted portions of data deleted from the
in-memory database;

appending the checkpoint data to a checkpoint, the check-

point including a directory file referencing one or more
data files and one or more corresponding delta files that
makeup the checkpoint, including:
determining that the timestamp is within a specified
timestamp range for a referenced data file, the refer-
enced data file configured to store any inserted por-
tions of data inserted into the in-memory database
within the specified timestamp range;
appending the one or more inserted portions of data to
the referenced data file;
for each of the one or more deleted portions of data:
identifying a corresponding insert operation that
inserted the deleted portion of data into the in-
memory database;
matching the deleted portion of data to the corre-
sponding insert operation by locating a timestamp
for a transaction that included the corresponding
insert operation;
determining that the located timestamp is within a
second specified time range for another referenced
data file;
appending the identifier for the deleted portion of data
to a delta file corresponding to the other data file,
the delta file configured to store identifiers for any
deleted portions of data deleted from the
in-memory database during the second specified
time range.

2. The method of claim 1, further comprising, prior to
generating the checkpoint data for the transaction, logging the
results of the transaction in a transaction log file; and

wherein generating the checkpoint data comprises gener-

ating the checkpoint data from the logged results.

3. The method of claim 1, wherein generating the check-
point data comprises, subsequent to committing the transac-
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tion, performing post-processing activity to generate the
checkpoint data from the contents of system memory.

4. The method of claim 1, wherein appending the one or
more inserted portions of data to the referenced data file
comprising using sequential I/O to write the one or more
inserted portions of data to the referenced data file.

5. The method of claim 1, further comprising:

closing the referenced data file at a particular time; and

creating a new data file and a new corresponding delta file

for the checkpoint, the new data file and new corre-
sponding delta file having a time stamp starting imme-
diately after the closed existing data file.

6. The method of claim 5, further comprising updating the
checkpoint directory to reference the new data file and the
new corresponding delta file.

7. The method claim 6, further comprising storing the
location of checkpoint directory file in durable storage loca-
tion available at recovery time.

8. The method of claim 1, wherein locating a timestamp for
atransaction that included the corresponding insert operation
comprises locating a timestamp from the header of a row of
data.

9. At a computer system, the computer system including
one or more processors, system memory, and durable storage,
the computer system maintaining an in-memory database in
system memory, the computer system maintaining a sequen-
tial checkpoint for the in-memory database, the checkpoint
including a set of temporally ordered checkpoint files, the
temporally ordered checkpoint files representing the effects
of one or more committed transactions on the in-memory
database, the temporally ordered checkpoint files including
one or more data files and one or more matched delta files,
each data file in the one or more data files matched to a
corresponding delta file in the one or more delta files, each
matched data file and delta file assigned a timestamp range
within the temporal ordering, each data file configured to
store inserted portions of data inserted into the in-memory
database during an assigned timestamp range, each delta file
configured to store identifiers for deleted portions of data
deleted from the in-memory database during an assigned
timestamp range, a method for managing the storage
resources consumed by the checkpoint files, the method com-
prising:

determining that the storage resources consumed by a plu-

rality of checkpoints can be reduced based, for each
checkpoint, on one or more of: the contents of one or
more data files and the one or more matched delta files
referenced from a directory file for the checkpoint and
the assigned timestamp ranges for the one or more data
files and one or more matched delta files referenced form
the directory file for the checkpoint;

reducing the consumed storage resources for the plurality

of checkpoints by:
(a) collapsing the contents of a data file referenced from
a directory file for a checkpoint by:
locating identifiers for deleted portions of data in a
delta file that correspond to inserted portions of
data in the data file; and
removing inserted portions of data from the data file;
and
(b) merging an additional data file referenced from a
directory file for an additional checkpoint with a fur-
ther data file referenced from a directory file for a
further checkpoint by:
merging the inserted portions of data in the additional
data file with inserted portions of data in the further
data file, the assigned timestamp range for addi-
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tional data file adjacent to the assigned timestamp
range for the further data file within the temporal
ordering;
wherein the checkpoint, the additional checkpoint, and
the further checkpoint are included in the plurality of
checkpoints.

10. The method of claim 9, wherein merging the additional
data file with the further data file comprises merging the
additional data file with the further data file to form a new
combined data file that includes both the inserted portions of
data in the additional data file and the inserted portions of data
in the further data file.

11. The method of claim 9, wherein reducing the consumed
storage resources for a data file comprises collapsing the
contents of the data file and wherein collapsing the contents of
the data file comprises:

identifying the matched delta file for the data file; and

removing the located identifiers from the matched delta

file.

12. The method of claim 9, wherein reducing the consumed
storage resources for the plurality of checkpoints further
comprises:

identifying the matched delta file for the additional data

file;

identifying further matched delta file for the additional data

file; and

merging identifiers in the further matched delta file with

identifiers the additional data file.

13. The method of claim 9, wherein merging the additional
data file with the further data file comprises merging the
additional data file with a plurality of data files.

14. The method of claim 9, wherein reducing the consumed
storage resources for a data file comprises reducing the con-
sumed storage resources for a data file in response to a satis-
fying a policy condition.

15. The method of claim 14, wherein reducing the con-
sumed storage resources in response to satisfying a policy
condition comprises reducing the consumed storage
resources in response to satisfying a policy condition, the
policy condition selected from among: exceeding a threshold
percentage of deleted data, exceeding a threshold amount of
deleted data, exceeding a percentage full for the storage
resources, and exceeding an expected recovery time value.

16. At a computer system, the computer system including
one or more processors, system memory, and durable storage,
the computer system storing a transaction log and a check-
point for an in-memory database in the durable storage, the
checkpoint including a set of temporally ordered checkpoint
files up to a specified timestamp for the in-memory database,
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the temporally ordered checkpoint files representing the
effects of one or more committed transactions on the in-
memory database, the temporally ordered checkpoint files
including one or more data files and one or more matched
delta files, each data file in the one or more data files matched
to acorresponding delta file in the one or more delta files, each
matched data file and delta file assigned a timestamp range
within the temporal ordering, each data file configured to
store inserted portions of data inserted into the in-memory
database during an assigned timestamp range, each delta file
configured to store identifiers for deleted portions of data
deleted from the in-memory database during an assigned
timestamp range, the transaction log including log records for
one or more additional transactions that occurred after the
specified time stamp, a method for reestablishing a state of the
in-memory data that reflects a most recently committed trans-
action in the transaction log, the method comprising:
identifying the location of each ofthe one or more data files
and each of the one or more delta files within the durable
storage;

processing each of the one or more data files, including:

locating identifiers for deleted portions of data in the
matched delta file that correspond to inserted portions
of data in the data file;

filtering the data file by skipping inserted portions of
data corresponding to the located identifiers from the
delta file, filtering the data file leaving unfiltered rows
to be loaded into system memory;

inserting the unfiltered portions of inserted data into the
in-memory database; and

subsequent to processing each of the one or more data files,

replaying the transaction log from the specified times-
tamp to the end of the transaction log to realize the
effects of the one or more additional transactions on the
in-memory database.

17. The method of claim 16, wherein processing each of the
one or more data files comprises processing a plurality of data
files in parallel.

18. The method of claim 16, wherein identifying the loca-
tion of each of the one or more data files and each of the one
or more delta files within the durable storage comprises refer-
ring to a checkpoint directory file to identify the location of
each of the one or more data files and each of the one or more
delta files.

19. The method of claim 16, wherein replaying the trans-
action log comprises replaying at least one delete operation
that removes data form the in-memory database.
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